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1
SYSTEMS AND METHODS FOR ASSISTING
USERS WITH CONTACT, ACCESS, AND
DISTRIBUTION LISTS

TECHNICAL FIELD

The disclosed implementations relate generally to contact
lists, email distribution lists, and network access privileges,
and methods to facilitate management of those lists.

BACKGROUND

Advanced computer-mediated communication (CMC)
technologies, like social networking applications, video con-
ferencing, instant chat, and others, are ubiquitous in the mod-
ern workplace. The emerging technologies are designed to
enable workers to engage at the moment it’s conductive,
using a medium that best meets the needs of the collaboration.
This model typically requires workers to maintain contact
lists, distribution lists, access lists, and so on. Managing these
lists is tedious, but can be manageable for small working
groups. However, as the technology expands to larger enter-
prises, the management overhead is excessive.

SUMMARY

Disclosed implementations of the present invention
address these problems of managing worker group lists. Dis-
closed systems monitor existing communication channels to
identify de facto groups, and the level of usage for those de
facto groups. The data comes from email, file server access,
shared calendar data, phone logs, or presence and proximity
data. The information about de facto groups is then compared
to the existing groups, and the system makes recommenda-
tions to the user. For example, in some implementations, the
system recommends adding new groups, removing existing
groups, or modifying existing groups in order to conform
more closely to the groupings that are actually being used. In
some implementations where a user has access to presence
data for colleagues, the user can select a group, and thereby
more quickly identify individuals within the group to obtain
presence or other status information. In addition, different
groups may have different levels of access to a user’s pres-
ence or awareness data. In some implementations, the system
recommends different file access permissions based on group
activity. For example, in a group that is very active, it may be
more efficient to grant all of the users in the group full access
to certain network files at all times. Finally, some implemen-
tations utilize group usage to order the groups when presented
in a graphical user interface. For example, a user may have a
larger number of email distribution lists, so some implemen-
tations sort the groups by decreasing usage. This enables
users to quickly identify appropriate distribution lists in many
cases.

Groupings of workers are dynamic, so any fixed set of
groups starts becoming obsolete as soon as the groups are
created. Implementations of the present invention address
this issue by periodically gathering more data, and weighting
the new data more heavily than older data (e.g., using an
exponential decay function). In some implementations, new
data is collected weekly, and new recommendations based on
that data is presented to users shortly thereafter. In this way,
users can easily manage their contact lists, distribution lists,
etc., without an excessive burden.

Unlike algorithms that construct groups based on cluster-
ing or pairing, disclosed implementations model groups
directly, and correctly recognize that a user can be a member
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2

of many distinct groups simultaneously. For example, a user
A may be working on one project with coworkers B and C,
working on another project with coworkers D, E, an F, and
may be on an office committee with coworkers E, G, and H. In
this instance, groups {A, B, C}, {A, D, E, F}, and {A, B, G,
H} are all independently meaningful. Even though user A
works with all of these coworkers extensively, {A, B, C, D, E,
F, G, H} would not be a useful group.

According to some implementations, a method of manag-
ing contact groups is performed at a server having one or more
processors and memory. The server receives email header
information for a plurality of electronic messages that were
sent during a designated period of time. The email header
information for an electronic message includes a unique iden-
tifier of the sender, and a unique identifier for each recipient of
the electronic message. The server builds a set of de facto
groups using the received email header information. Each de
facto group consists of a set containing the unique identifiers
corresponding to the sender and recipients of an electronic
message for which email header information was received.
For each respective de facto group, the server computes a
respective usage value based on the number of distinct elec-
tronic messages corresponding to the respective de facto
group. An electronic message corresponds to a de facto group
when the set of unique identifiers corresponding to the sender
and recipients of the electronic message is equal to the de
facto group. The server stores each de facto group and corre-
sponding usage value in the memory, and identifies a set of
saved groups. Each saved group consists of a set of unique
identifiers of people, and each saved group has a usage value.
The respective usage value is zero when the respective saved
group does not equal any de facto group; when the respective
saved group equals a corresponding de facto group, the usage
value of the saved group equals the usage value of the corre-
sponding de facto group. The server compares the de facto
groups and associated usage values to the saved groups and
their associated usage values and provides a recommendation
to modify the set of saved groups based on the comparisons.
In some implementations, the recommendation is displayed
in a user interface on a client device. In some of these imple-
mentations, the user accepts the recommendation to modify
the set of saved groups, selects one of the saved groups, and
receives and views current status information from the server
for the people in the selected saved group.

In some implementations, the information to compute de
facto groups and their usage values includes data from file
access events. In these implementations, the server receives
information regarding user access events to files in shared
directories during the designated period of time. The infor-
mation for each user access event includes a unique user
identifier and a unique directory identifier. The server builds
a set of de facto file groups, where each respective de facto file
group corresponds to a respective directory. The de facto file
groups include the unique user identifiers for each user who
accessed one or more files in the respective directory during
the designated period oftime. For each respective de facto file
group, the server computes a respective usage value based on
the user access events to files in the respective directory. The
server then merges the de facto file groups into the de facto
groups. When a respective de facto file group equals a de facto
group, the server modifies the usage value of the respective de
facto group based on the usage value of the respective de facto
file group.

Implementations support different types of recommenda-
tions. In some instances, the recommendation is to remove a
saved group when the usage value of the saved group is below
a renewal threshold. In some instances, the recommendation
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is to replace a saved group G with a de facto group G' when
saved group G is a proper subset of de facto group G' and the
usage value of G' minus the usage value of G exceeds a
superset replacement threshold. In some instances, the rec-
ommendation is to replace a saved group G with a de facto
group G" when de facto group G" is a proper subset of saved
group G and the usage value of G" minus the usage value of
G exceeds a subset replacement threshold. In some instances,
the recommendation is to save de facto group G, as a new
saved group when the usage value of de facto group G,
exceeds an insert threshold, G, is not equal to any saved
group, and G, is not recommended as a replacement for any
saved group.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates the context in which some implementa-
tions of the present invention operate.

FIG. 2 is a block diagram illustrating a file server in accor-
dance with some implementations.

FIG. 3 is a block diagram illustrating an email server in
accordance with some implementations.

FIG. 4 is a block diagram illustrating an analytic server in
accordance with some implementations.

FIG. 5 is a block diagram illustrating a user device in
accordance with some implementations.

FIG. 6 illustrates the elements of an email message in
accordance with some implementations.

FIG. 7 illustrates a process of extracting de facto groups
from email messages in accordance with some implementa-
tions.

FIG. 8 illustrates a process of assigning a usage value to a
group in accordance with some implementations.

FIG. 9 illustrates a portion of a root directory on a network
file server in accordance with some implementations.

FIG. 10 illustrates a portion of a file access log in accor-
dance with some implementations.

FIG. 11 illustrates building de facto groups and their usage
levels from a file access log in accordance with some imple-
mentations.

FIGS. 12 and 13 are flowcharts illustrating a process of
providing group recommendations in accordance with some
implementations.

FIG. 14 illustrates a way of recommending file access
privileges for a group based on the relative activity within the
group in accordance with some implementations.

FIG. 15 illustrates ordering groups based on their relative
usage levels in accordance with some implementations.

FIG. 16 illustrates how a presence/awareness system can
utilize recommended groups in accordance with some imple-
mentations.

FIG. 17 illustrates how some implementations utilize feed-
back from users in order to provide better group recommen-
dations in the future.

FIGS. 18A-18E illustrate a process of building groups of
users, making recommendations based on those groups, and
utilizing the groups in accordance with some implementa-
tions.

Like reference numerals refer to corresponding parts
throughout the drawings.

DESCRIPTION OF IMPLEMENTATIONS

FIG. 1 illustrates the context in which implementations of
the present invention operate. A user 102 utilizes auser device
500 to communicate over a communication network 106 with
an email server 300. An email client may be resident on the
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user device 500, or the user may access email using a web
application provided by the email server or web server. FIG.
1 illustrates a limited portion of email server 300, including
email messages 112 and distribution groups 116. As illus-
trated here, each email message 112 includes a header 114,
which is more fully described below in FIG. 6. Each distri-
bution group 116 consists of a set of group members 118.
There is a many-to-many relationship between groups and
group members. In some implementations, the members of
each group are all “equal,” but some implementations support
groups in which members can have different roles. For
example, in an email distribution list, some implementations
enable distinguishing between users who will appear on the
“To” list versus “CC list” versus “BCC list.”

Also communicating over the communication network are
other users 104, such as other user 104-1 to 104-», using their
own user devices 500. Like user 102, the other users 104 can
send and receive email over the communication network, and
can access files 134 and directories 132 on file servers 200. A
portion of a file server directory structure is illustrated in F1G.
9 below. In some implementations, certain access operations
are logged in an access log 136. For example, in some imple-
mentations, logged operations include creating, editing, or
deleting a file, renaming a file, and moving a file to a different
location. A portion of a log access file is illustrated in FIG. 10
below.

In some implementations, a file server maintains access
groups 138. An access group 138 has a set of group members
140 as well as a set of access privileges 142 for the group
members. The access privileges 142 can specify what opera-
tions are allowed, when access is allowed (e.g., regular busi-
ness hours versus any time), and so on.

An analytic server 400 extracts information about email
messages 112 and/or file access in order to identify de facto
groups 124 as part of a group identification module 122. In
some implementations, the module 122 extracts email mes-
sages 112 from the email server 300, and thus extracts mes-
sages from all users at the same time. In alternative imple-
mentations, the group identification module 122 in the
analytic server extracts email messages from individual user
devices 500. Although generally less efficient, some imple-
mentations enable email extraction from individual user
devices 500 when the messages are not stored at a central
email server 300. The group identification module 122 also
builds de facto groups using information from one or more
file access logs 136 on one or more file servers 200. The
process of extracting data to form de facto groups and iden-
tifying a usage level for each group is described in greater
detail below with respect to FIGS. 6-11.

The analytic server 400 also includes a recommendation
module 126 that recommends certain group actions based on
the de facto groups and their usage levels. For example, the
recommendation module 126 can recommend adding,
removing, or modifying the set of saved groups 128. The
recommendation module 126 is described in greater detail
below in FIGS. 12-15.

FIG. 2 is a block diagram illustrating a file server 200,
according to some implementations. The file server 200 typi-
cally includes one or more processing units (CPU’s) 202, one
or more network or other communications interfaces 204,
memory 210, and one or more communication buses 209 for
interconnecting these components. The communication
buses 209 may include circuitry (sometimes called a chipset)
that interconnects and controls communications between sys-
tem components. The file server 200 optionally may include
a user interface 205 comprising a display device 206 and
input devices 208 (e.g., keyboard, mouse, touch screen, key-
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pads, etc.). Memory 210 includes high-speed random access
memory, such as DRAM, SRAM, DDR RAM or other ran-
dom access solid state memory devices; and may include
non-volatile memory, such as one or more magnetic disk
storage devices, optical disk storage devices, flash memory
devices, or other non-volatile solid state storage devices.
Memory 210 may optionally include one or more storage
devices remotely located from the CPU(s) 202. Memory 210,
or alternately the non-volatile memory device(s) within
memory 210, comprises a computer readable storage
medium. In some implementations, memory 210 stores the
following programs, modules, and data structures, or a subset
thereof:

an operating system 212 that includes procedures for han-
dling various basic system services and for performing
hardware dependent tasks;

a communication module 214 that is used for connecting
the file server 200 to other computers via the one or more
communication interfaces 204 (wired or wireless) and
one or more communication networks 106, such as the
Internet, other wide area networks, local area networks,
metropolitan area networks, and so on;

an optional user interface module 216 that receives com-
mands from the user via the input devices 208 and gen-
erates user interface objects in the display device 206;

directories 132, which form a hierarchical structure for
storing files;

files 134, which can be stored in any format;

an access log 136, which stores information about certain
file access operations. In some implementations, the
operations include creating, deleting, or modifying a
file, as well as renaming or moving a file. The access log
includes an identifier of who performed the operation, an
identifier of the directory (e.g., the full path name), and
identifier of the file (e.g., the file name), as well as a
timestamp of when the operation occurred, as illustrated
in FIG. 10;

access groups 138, each of which identifies a set of group
members 140 (i.e., users) as well as a set of access
privileges 142.

Each of the above identified elements may be stored in one
or more of the previously mentioned memory devices, and
corresponds to a set of instructions for performing a function
described above. The set of instructions can be executed by
one or more processors (e.g., the CPUs 202). The above
identified modules or programs (i.e., sets of instructions) need
not be implemented as separate software programs, proce-
dures or modules, and thus various subsets of these modules
may be combined or otherwise re-arranged in various imple-
mentations. In some implementations, memory 210 may
store a subset of the modules and data structures identified
above. Furthermore, memory 210 may store additional mod-
ules and data structures not described above.

Although FIG. 2 shows a file server 200, FIG. 2 is intended
more as a functional description of the various features that
may be present in a set of servers than as a structural sche-
matic of the implementations described herein. In practice,
and as recognized by those of ordinary skill in the art, items
shown separately could be combined and some items could be
separated. For example, some items shown separately in FIG.
2 could be implemented on single servers and single items
could be implemented by one or more servers. The actual
number of servers used to implement a file server 200 and
how features are allocated among them will vary from one
implementation to another, and may depend in part on the
amount of data traffic that the system must handle during peak
usage periods as well as during average usage periods.

10

15

20

25

30

35

40

45

50

55

60

65

6

FIG. 3 is a block diagram illustrating an email server 300,
according to some implementations. The email server 300
typically includes one or more processing units (CPU’s) 302,
one or more network or other communications interfaces 304,
memory 310, and one or more communication buses 309 for
interconnecting these components. The communication
buses 309 may include circuitry (sometimes called a chipset)
that interconnects and controls communications between sys-
tem components. The email server 300 optionally may
include a user interface 305 comprising a display device 306
and input devices 308 (e.g., keyboard, mouse, touch screen,
keypads, etc.). Memory 310 includes high-speed random
access memory, such as DRAM, SRAM, DDR RAM or other
random access solid state memory devices; and may include
non-volatile memory, such as one or more magnetic disk
storage devices, optical disk storage devices, flash memory
devices, or other non-volatile solid state storage devices.
Memory 310 may optionally include one or more storage
devices remotely located from the CPU(s) 302. Memory 310,
or alternately the non-volatile memory device(s) within
memory 310, comprises a computer readable storage
medium. In some implementations, memory 310 stores the
following programs, modules, and data structures, or a subset
thereof:

an operating system 312 that includes procedures for han-
dling various basic system services and for performing
hardware dependent tasks;

a communication module 314 that is used for connecting
the email server 300 to other computers via the one or
more communication interfaces 304 (wired or wireless)
and one or more communication networks 106, such as
the Internet, other wide area networks, local area net-
works, metropolitan area networks, and so on;

an optional user interface module 316 that receives com-
mands from the user via the input devices 308 and gen-
erates user interface objects in the display device 306;

email messages 112, which are described in more detail
below in FIG. 6. Each email message 112 has a message
header 114, which identifies the sender and recipients of
the message 112;

one or more distribution groups or contact lists 116. Each
group or list includes a set of group members 118, and in
some implementations identifies roles for one or more of
the group members.

Each of the above identified elements may be stored in one
or more of the previously mentioned memory devices, and
corresponds to a set of instructions for performing a function
described above. The set of instructions can be executed by
one or more processors (e.g., the CPUs 302). The above
identified modules or programs (i.e., sets of instructions) need
not be implemented as separate software programs, proce-
dures or modules, and thus various subsets of these modules
may be combined or otherwise re-arranged in various imple-
mentations. In some implementations, memory 310 may
store a subset of the modules and data structures identified
above. Furthermore, memory 310 may store additional mod-
ules and data structures not described above.

Although FIG. 3 shows an email server 300, FIG. 3 is
intended more as a functional description of the various fea-
tures that may be present in a set of servers than as a structural
schematic of the implementations described herein. In prac-
tice, and as recognized by those of ordinary skill in the art,
items shown separately could be combined and some items
could be separated. For example, some items shown sepa-
rately in FIG. 3 could be implemented on single servers and
single items could be implemented by one or more servers.
The actual number of servers used to implement an email
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server 300 and how features are allocated among them will
vary from one implementation to another, and may depend in
part on the amount of data traffic that the system must handle
during peak usage periods as well as during average usage
periods.

FIG. 4 is a block diagram illustrating a analytic server 400,
according to some implementations. The analytic server 400
typically includes one or more processing units (CPU’s) 402,
one or more network or other communications interfaces 404,
memory 410, and one or more communication buses 409 for
interconnecting these components. The communication
buses 409 may include circuitry (sometimes called a chipset)
that interconnects and controls communications between sys-
tem components. The analytic server 400 optionally may
include a user interface 405 comprising a display device 406
and input devices 408 (e.g., keyboard, mouse, touch screen,
keypads, etc.). Memory 410 includes high-speed random
access memory, such as DRAM, SRAM, DDR RAM or other
random access solid state memory devices; and may include
non-volatile memory, such as one or more magnetic disk
storage devices, optical disk storage devices, flash memory
devices, or other non-volatile solid state storage devices.
Memory 410 may optionally include one or more storage
devices remotely located from the CPU(s) 402. Memory 410,
or alternately the non-volatile memory device(s) within
memory 410, comprises a computer readable storage
medium. In some implementations, memory 410 stores the
following programs, modules, and data structures, or a subset
thereof:

an operating system 412 that includes procedures for han-
dling various basic system services and for performing
hardware dependent tasks;

a communication module 414 that is used for connecting
the analytic server 400 to other computers via the one or
more communication interfaces 404 (wired or wireless)
and one or more communication networks 106, such as
the Internet, other wide area networks, local area net-
works, metropolitan area networks, and so on;

an optional user interface module 416 that receives com-
mands from the user via the input devices 408 and gen-
erates user interface objects in the display device 406;

agroup identification module 122, which extracts informa-
tion from email messages 122 and file server access logs
136 to identify de facto groups 124 of users. This is
described in more detail below with respect to FIGS.
6-11,

a recommendation module 126, which issues recommen-
dations to a user regarding the composition of groups
(e.g., distribution groups 116 and/or access groups 138),
or recommendations about access privileges 142. In
some implementations, the recommendation module
126 identifies a sort order for the groups when the groups
are displayed in a user interface. The recommendation
process is described in more detail below with respect to
FIGS. 12-15 and portions of FIGS. 18A-18E. The rec-
ommendation module 126 compares the de facto groups
124 and their usage levels to the existing saved groups
128 and their usage levels. For example, if a de facto
group 124 with high usage is not already a saved group
128, the recommendation module may recommend add-
ing the de facto group 124 as a saved group 128 or
replacing an existing group 128 that is similar to the de
facto group 124.

Each of the above identified elements may be stored in one
or more of the previously mentioned memory devices, and
corresponds to a set of instructions for performing a function
described above. The set of instructions can be executed by
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one or more processors (e.g., the CPUs 402). The above
identified modules or programs (i.e., sets of instructions) need
not be implemented as separate software programs, proce-
dures or modules, and thus various subsets of these modules
may be combined or otherwise re-arranged in various imple-
mentations. In some implementations, memory 410 may
store a subset of the modules and data structures identified
above. Furthermore, memory 410 may store additional mod-
ules and data structures not described above.

Although FIG. 4 shows an analytic server 400, FIG. 4 is
intended more as a functional description of the various fea-
tures that may be present in a set of servers than as a structural
schematic of the implementations described herein. In prac-
tice, and as recognized by those of ordinary skill in the art,
items shown separately could be combined and some items
could be separated. For example, some items shown sepa-
rately in FIG. 4 could be implemented on single servers and
single items could be implemented by one or more servers.
The actual number of servers used to implement an analytic
server 400 and how features are allocated among them will
vary from one implementation to another, and may depend in
part on the amount of data traffic that the system must handle
during peak usage periods as well as during average usage
periods.

FIG. 5 is a block diagram illustrating a user device 500,
according to some implementations. The user device 300 can
be a desktop computer, laptop computer, a Smart Phone, or
other mobile device that can connect to other computing
devices over a communication network 106. The user device
500 typically includes one or more processing units (CPU’s)
502, one or more network or other communications interfaces
504, memory 510, and one or more communication buses 509
for interconnecting these components. The communication
buses 509 may include circuitry (sometimes called a chipset)
that interconnects and controls communications between sys-
tem components. The user device 500 also includes a user
interface 505 comprising a display device 506 and input
devices 508 (e.g., keyboard, mouse, touch screen, keypads,
etc.). Memory 510 includes high-speed random access
memory, such as DRAM, SRAM, DDR RAM or other ran-
dom access solid state memory devices; and may include
non-volatile memory, such as one or more magnetic disk
storage devices, optical disk storage devices, flash memory
devices, or other non-volatile solid state storage devices.
Memory 510 may optionally include one or more storage
devices remotely located from the CPU(s) 502. Memory 510,
or alternately the non-volatile memory device(s) within
memory 510, comprises a computer readable storage
medium. In some implementations, memory 510 stores the
following programs, modules and data structures, or a subset
thereof:

an operating system 512 that includes procedures for han-
dling various basic system services and for performing
hardware dependent tasks;

a communication module 514 that is used for connecting
the user device 500 to other computer systems via the
one or more communication interfaces 504 (wired or
wireless) and one or more communication networks
106, such as the Internet, other wide area networks, local
area networks, metropolitan area networks, and so on;

a user interface module 516 that receives commands from
the user via the input devices 508 and generates user
interface objects in the display device 506;

a web browser 518 that enables a user to access to access
resources, web pages, and web applications over a com-
munication network;
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an email application 520 that enables a user to compose,
send, and receive email messages. In some implemen-
tations, the email application 520 executes within the
web browser 518;

a group management application 522, which enables a user
to create, modity, or remove distribution groups or con-
tact lists, and provides recommendations to the user
received from the analytic server 400. The user can
choose to accept, reject, or modify the recommendations
from analytic server. In some implementations, the
group management application 522 provides feedback
to the analytic server 400 based on the actions the user
takes. For example, if the user 102 rejects a recommen-
dation, the analytic server 400 can track that rejection so
that the analytic server 400 does not make the same
recommendation next week; and

an awareness application 524, which enables a user 102 to
view current status information about colleagues. For
example, the myUnity application provided by Fuji
Xerox enables users to quickly discover which col-
leagues are in the office, available through other com-
munication channels (e.g., instant messaging), and so
on. Some implementations include groupings of col-
leagues, and thus can take advantage of the grouping
recommendations of the present disclosure. Of course
the present disclosure may be utilized in other presence/
awareness applications, and can be used in other social
networks in addition to a workplace.

Each of the above identified elements may be stored in one
or more of the previously mentioned memory devices, and
corresponds to a set of instructions for performing a function
described above. The set of instructions can be executed by
one or more processors (e.g., the CPUs 502). The above
identified modules or programs (i.e., sets of instructions) need
not be implemented as separate software programs, proce-
dures or modules, and thus various subsets of these modules
may be combined or otherwise re-arranged in various imple-
mentations. In some implementations, memory 510 may
store a subset of the modules and data structures identified
above. Furthermore, memory 510 may store additional mod-
ules and data structures not described above.

Although FIG. 5 shows a user device 500, FIG. 5 is
intended more as a functional description of the various fea-
tures which may be present in auser device than as a structural
schematic of the implementations described herein. In prac-
tice, and as recognized by those of ordinary skill in the art,
items shown separately could be combined and some items
could be separated.

Each of the methods described herein may be governed by
instructions that are stored in a computer readable storage
medium and that are executed by one or more processors of
one or more servers 200, 300, or 400 or user devices 500. Each
of the operations shown in FIGS. 1-5, 7, 8, 11-13, 17, and
18A-18E may correspond to instructions stored in a computer
memory or computer readable storage medium.

FIG. 6 illustrates the basic elements of an email message
112-1 in accordance with some implementations. The mes-
sage 112-1 includes a message header 114, which identifies
the sender 602 and recipients of the message. Whereas a
message 112-1 has a single unique sender 602, there can be up
to three distinct class of recipients, as is known in the art. The
“TO” list 604 identifies the primary recipients of the message
112-1, which can specify zero or more email addresses or user
identifiers. The “CC” (carbon copy) list 606 identifies a list of
secondary recipients, which includes zero or more email
addresses or user identifiers. Some implementations also
include a “BCC” (blind carbon copy) list 608, which identi-
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fies zero or more recipients who will receive the message, but
whose identities will not be seen by any of the other recipi-
ents.

An email message 112-1 also includes one or more times-
tamps 610, which specify when the message was sent or
received. Generally, implementations use the timestamp of
when a message was sent, when email systems track that
information. In some implementations, the timestamps 610
are included in the header 114.

An email message 112-1 also includes a subject line 612,
and the actual content 614. Typically, the sender includes a
short description of the message 112-1 in the subject line 612,
but many email servers 300 do not require subject lines. The
content 614 of a message 112-1 can include text, graphics,
attachments, etc.

The analytic server 400 retrieves a limited portion of email
messages 112, and generally does not include the subject line
612 or the message content 614. FIG. 7 illustrates the extrac-
tion of two email message headers 114A and 114B. In these
examples, the BCC fields 608 A and 608B are empty, so they
do not contribute to identified groupings. Although the two
message headers 114A and 114B are different (none of the
lists 602 A, 604 A, or 606 A match the corresponding list 6028,
604B, or 606B), they both produce the same de facto group
{A, B, C, D, E, F, G} because each of the members of the
group appears in one of the lists. Corresponding to header
114A is a first group instance 702A, with associated times-
tamp 2013-07-15 14:12:07.512 (610A). One of skill in the art
recognizes that a timestamp can be saved in many different
formats. The second group instance 702B identifies the same
group, but has a different timestamp 610B.

FIG. 8 illustrates a process of assigning (812) a usage
value/level to each of the de facto groups. In some implemen-
tations, the usage value is just the sum of the number of
instances where a group appeared. If instances 702A and
702B were the only instances for group {A, B, C,D, E, F, G},
then the usage value would be 2.

In other implementations, the usage value 810 is computed
with a weighting factor based on how recently the message
was sent. In these implementations, an analysis period is
selected (e.g., from some starting point 802 to an ending point
804), and the weight of each instance is based on the differ-
ence between the ending point of the analysis period and the
timestamp of each instance. In some implementations, the
beginning point 802 is optional. When specified, only mes-
sages on or after the beginning time are included in the cal-
culations; otherwise, all messages are included in the calcu-
lation.

In the example in FIG. 8, the usage value 810 is 35.62,
which represents the sum of many instances. In some imple-
mentations, the weighting or decay factor is selected so that
timestamps exactly at the end time result in a weighting of 1,
and timestamps that are 15 days old result in a weighting of
0.5 (the relevance half-life is 15 days).

The same calculations are performed for each of the de
facto groups 124, and thus each de facto group has an asso-
ciated usage value that indicates how useful the group is
currently. If calculations are done weekly, then spikes in
usage of any group are detected in no more than a week. The
time period could be made shorter (e.g., one day), but short
periods can result in creating short-term groups that do not
have long-term utility for users.

Once a usage value has been assigned to each of the de
facto groups 124, it also provides usage values for each ofthe
existing saved groups 128. If an existing group 128 does not
show up as a de facto group 124 at all, then it was not used at
all (usage=0.00); otherwise, the existing group 128 matches
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some de facto group 124, and the usage value of the de facto
group 124 is the usage value of the existing group 128. This
information will be used to assist the user, as described below
in FIGS. 12-15.

FIGS. 9-11 illustrate a process of creating groups and
usage levels based on network file server access. Files on a file
server are generally organized in a logical hierarchy so that
related files are grouped together. Therefore, workers who
access files in the same directory are generally grouped in
some way, such as a project. Based on empirical analysis,
implementations commonly modify the grouping slightly to
make the data more useful. First, sharing files in shallow
directories may not indicate grouping. In particular, top level
directories may be shared by lots of people, and not represent
arelevant group, so some implementations ignore these direc-
tories. Some implementations include configurable directory
selection so that users can select which directories to include
and/or which directories to exclude. In the illustrated
examples, the system is configured to exclude root directories
and first level directories. Second, for directories that are too
deep, the directory nesting can obscure an actual grouping. In
some implementations, a nesting threshold is selected and all
access to directories deeper than the threshold are considered
to be at the threshold level. For example, in some implemen-
tations, file access of fifth level or deeper directories are
considered to be at the fourth level. That is, only the first four
directory levels are used to the analysis. This is the configu-
ration selected in the illustrated examples.

Some implementations provide even greater flexibility to
control how groups are computed based on file server access.
Some implementations enable a user to select and/or exclude
specific files, so that only access to the designated files is
considered for forming groups of people. Some implementa-
tions enable a user to select and/or exclude specific directo-
ries, so that only certain designated directories are included in
forming groups. As noted above, some implementations
enable “collapsing” of certain file access based on the depth
of the directory. Some implementations are even more flex-
ible, allowing a user to have different collapsing rules for
different directories or sets of directories.

FIG. 9 illustrates a small portion of a directory structure.
Files 902-946 are stored at various levels in the hierarchy.
FIG. 10 illustrates a portion of an access log 136 for the files
listed in FIG. 9 forusers A, B, C, D, E, F, and G. Each record
in the access log 136 includes an identifier 1040 of the user,
the directory 1042 accessed, the name of the file 1044, and a
timestamp 1046 when the user accessed the file. As illustrated
in records 1014 and 1016, a single user can access the same
file multiple times, and in each case the access appears in the
access log 136 with a different timestamp (e.g., t; and tg). As
shown in this sample access log 136, every one of the users
has accessed a file in \root\subdir2 (records 1002, 1008, 1012,
1020, 1026, 1030, and 1034). In the illustrated implementa-
tions, these records are excluded because the system has been
configured to ignore files in a first level directory.

The analytic server 400 uses the data in FIG. 10 to build
(1120) three de facto groups 124. Just like with email headers
114, the analytic server 400 uses an analysis period in the
building process (e.g., from a beginning date 1102 to and
ending date 1104). De facto group {A, B, D, F} is based on
records 1004, 1010, 1022, and 1032 in the access log, because
in each of these cases a user accessed a file in
\root\subdir1\subsubdir3. As shown in this example, the users
need not access the same file. The accesses form a group as
long as the files are in the same directory.

De facto group {A, C, E} is formed based on access log
records 1006, 1014, 1016, and 1028. This grouping has only
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three group members. User C is only a single member of the
de facto group, but the multiple access events 1014 and 1016
add to the usage value 1112 for this group. The illustrated
implementation is configured to collapse all directories
beyond the fourth level, so de facto group {C, D} is based on
user access to different directories. User C accessed file13111
in a fourth level directory, as shown in record 1018. But user
D accessed file131120 in a fifth level directory. By looking at
only the first four levels, however, D and C accessed files from
the same location, and thus {C, D} form a group, with usage
value 1114.

Of course the actual usage value for each of the groups
includes all of the instances of file access, and not just the
small subset shown in FIG. 10. Like groups built from email
headers, some implementations compute the usage value just
by summing instances. Using this formula, the usage value
1110 for de facto group { A, B, D, F} is 4, the usage value 1112
for group {A, C, E} is 4, and the usage value 1114 for group
{C,D}is 2.

Implementations typically compute the usage value with a
decay weighting factor, as illustrated above for groups based
on email headers. Choosing a weighting half-life of 15 days,
FIG. 11 illustrates the usage value of the group {A, B, D, F}
as the sum of the four corresponding weights.

The groups created for file server access (e.g., access
groups 138) can be combined with email lists (e.g., distribu-
tion groups 116), or may be used independently. In some
implementations, the file server access groups 138 are man-
aged by a network administrator because individual users are
not permitted to create groups or modify access privileges on
network storage devices. This analysis with respect to net-
work file server access can also be applied to document man-
agement systems and version control systems. In these sys-
tems, files are assigned to projects or other groupings, and
thus the same principles apply.

When groups for email and network access are combined,
there are several issues to address. First, the unique identifiers
for the users may be different in the two environments (e.g.,
email address versus network ID). In some environments, the
network ID for a user is the first portion of the user’s email
address, and thus it is easy to correlate the data. Some imple-
mentations maintain a correlation table (or tables) on the
network or on the analytic server 400 so that the data can be
readily combined. Second, email and file access can have
very different access patterns, so appropriate weights for the
email usage values and file access usage values are deter-
mined. These numbers can be determined based on observa-
tions or assigned using a training process (e.g., sending feed-
back to the analytic server based on a user’s acceptance or
rejection of recommendations). FIG. 17 below illustrates a
training process.

Once the analytic server 400 builds the de facto groups 124
and computes the corresponding usage values, the analytic
server 400 can make recommendations to a user 102 regard-
ing the de factor groups. The first category of recommenda-
tions is the composition of the groups themselves. For
example, the analytic server 400 can compare the de facto
groups 124 to the existing saved groups 128, and recommend
changes. This process is illustrated in FIG. 12 (Flowchart A)
and FIG. 13 (Flowchart B). Typically only de facto groups
124 with a sufficiently high usage value are considered for the
recommendation process. In some implementations, the five
de facto groups 124 for auser 102 that have the highest usage
value are evaluated (1202). If one of the top de facto groups
124 is already a saved existing group 128, then there are no
changes to recommend for that de facto group 124.
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Given a top de facto group G, the evaluation process begins
(1202) by determining (1204) whether group G is a proper
subset of any existing group (i.e., are there any existing
groups that have all of the members of G plus some more?). If
not, the analysis proceeds (1206) to Flowchart B in FIG. 13.
Assuming there are one or more existing groups that are
proper supersets of G, the process identifies (1208) all of
those existing groups with the smallest number of members.
For example, if G has three members, and there are existing
groups with four or five members that contain G, then the
process identifies all such groups with 4 members. There may
be more than one such group. For example, if G={A, B, C},
there could be existing groups {A, B, C, D} and {A, B, C, E},
each with four members. Of these identified existing groups
with the least number of members, the process selects (1210)
the one G' with the smallest usage value. (If there is a tie for
smallest usage, then one of those can be chosen arbitrarily.)

The process then determines (1212) how close Gisto G'. If
they are close, then the process may recommend replacing G'
with G. To measure closeness, the process determines (1212)
if the number of additional members in G' is greater than a
threshold value A,. In some implementations, the threshold
value A| is 1. For example, if G is {A, B, C}, G'is {A, B, C,
D, E}, and A, is 1, then the number of additional members is
2, exceeding the threshold. If the answer is yes, then process
determines (1220) ifthe ranking (i.e., usage value) of group G
is greater than a creation threshold T,. If so, the analytic
server recommends (1222) creating G as a new group. If the
answer is no, the analytic server makes no recommendation
based on group G.

Going back to the number of additional memberin G', if the
number of additional members is less than or equal to the
threshold A, the analytic server 400 proceeds to compare
(1214) the usage value of G to the usage value of G'. Since G
and G' are close to each other, if G has a higher usage, the
analytic server recommends (1216) replacing G' with G. On
the other hand, if G' has a higher usage value than G, the
analytic server recommends (1218) nothing with respect to
group G.

Flowchart B in FIG. 13 compares G to subsets rather than
supersets. This continues (1302) from the evaluation process
in Flowchart A. Initially, the analytic server determines
(1304) if G is a proper superset of any existing group. If so, the
analytic server identifies (1306) all existing groups that are
subsets of G and have a maximal number of elements. For
example, if G={A, B, C}, and there are existing groups {A,
B} and {A, C}, then both of these sets are maximal subsets of
G. Of the identified maximal sets, the process then selects
(1308) the one G" with the lowest usage value. (In case of tie
for lowest usage value, one can be arbitrarily selected.)

Next, the analytic server determines (1310) whether the
number of additional members in G is greater than a threshold
value A,. In some implementations, the threshold value A, is
1. If the number of additional members in G is at most A,, the
process then compares (1318) the ranking (i.e., usage value)
of G to the usage value of G". If the ranking of G" is less than
the ranking of G, the analytic server recommends (1320)
replacing group G" with group G. In some implementations,
the analytic server makes the recommendation only if the
usage value of G is sufficiently greater than the usage value of
G". If G" has a usage value that is greater than or equal to the
usage value of G, then the analytic server makes no recom-
mendation with respect to G.

As shown in the flowchart in FIG. 13, there are two ways to
get to decision box 1312. One way to get there is if there are
no existing groups that are a proper subset of group G.
Another way is for the number of additional members in G to
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be greater than the threshold A,. In box 1312, the analytic
server determines whether the ranking (i.e., usage value) of
group G exceeds an insertion threshold T,. If so, the analytic
server 400 recommends (1314) creating de facto group Gas a
new group. Otherwise, the analytic server 400 makes no
recommendation with respect to group G.

FIG. 14 illustrates how the usage level of groups can be
used to recommend access levels. In this illustration, there are
three threshold values 1402, 1404, and 1406, which separate
the groups into four usage levels: low usage 1408, medium
usage 1410, high usage 1412, and very high usage 1414.
Here, each of the usage levels corresponds to a different
access recommendation. In some implementations, the
access levels are for access to files stored in a network direc-
tory. In other implementations, the access levels are for pres-
ence/awareness data. For example, a user could enable col-
leagues in project A (with very high usage) to see his mobile
tracking data, but preclude colleagues in project B (with
lower usage) to see that data.

FIG. 15 illustrates that groups can be presented to a user in
some implementations based on their usage level. For
example, in implementations where an email application 520
presents groups 128 as distribution lists, the list 1502 may be
presented so that the most probable distribution list 1504 is at
the top. In this illustration, the distribution list 1506 has lower
usage that distribution list 1504, distribution list 1508 has
lower usage than distribution list 1506, and so on for distri-
bution lists 1510, 1512, 1514, 1516, and 1518. In some imple-
mentations, there are many more distribution lists 1520,
which can be accessed by scrolling, incremental search,
clicking a “more” button, and so on. In some implementa-
tions, a user 102 can assign a name to each of the distribution
list (e.g., “Proj. A” for the group of individuals in this project),
which enables faster recognition of the group.

FIG. 16 illustrates how the group recommendations can
assist a user with an awareness dashboard 1600 in some
implementations of an awareness application 524. For
example, the myUnity system includes a dashboard 1600 to
provide status information about colleagues. In this example,
the dashboard tab 1602 is currently displayed, and the address
book tab 1604 is not visible. The dashboard includes a time
indicator 1620, which specifies the timestamp when the data
was last updated, and a group selector 1606. The currently
selected group is “Proj A” 1610, and other groups could be
selected using the drop-down arrow 1608. In some imple-
mentations, there is a default group “All” that includes all of
the individuals within an organization. In this illustration, the
groups are selected by name, which are generally defined by
an individual user. For example, if there two or more indi-
viduals in project A, then one of the individuals might name
the groups “Proj A” 1610, whereas another individual could
name it “A.”

As shown in this illustration, the group “Proj A” 1610 has
4 members, who are illustrated in the large window 1622. In
some implementations of an awareness application 524, each
individual is depicted inside a frame 1612, with a small photo
1614, and a caption that includes the individual’s name, such
as “Bob” 1616. In some implementations, a user 102 can
select a name for each of the individuals, which can be a first
name, first and last name, or any other meaningful descriptor,
such as “Z” 1618. In many implementations, the names and
other information are available in the Address Book 1604, so
a user 102 does not need to enter the name of an individual
multiple times (e.g., when a person is in multiple groups). In
general, an awareness application 524 also provides status
information about each of the individuals displayed. The
status information is generally displayed inside the frame
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1612. In some implementations, status information is dis-
played in response to hovering the cursor inside a frame 1612,
or clicking inside a frame 1612. In other implementations, the
status information is automatically displayed, without user
action to prompt the display. In some implementations, the
status information is automatically updated periodically, and
the time indicator 1620 indicates when the last update
occurred.

As FIG. 16 illustrates, it can be much easier to find an
individual person when a group is identified first. In this
example, the “Proj A” group has only four members, whereas
the total number of people in the company could be hundreds
or thousands. In some implementations, the user 102 of the
awareness application 524 is excluded from the group
because the user typically is not interested in status informa-
tion about himself’herself. In other implementations, the user,
as a member of a group, is included. Of course the groups do
not prevent a user 102 from looking up other individuals as
well. A user can use the Address Book tab 1604, use a search
box (not illustrated), display the group “All” to look up alpha-
betically, and so on.

FIG. 17 illustrates a process employed in some implemen-
tations where a user’s acceptance or rejection of a recommen-
dation is used as feedback to improve future recommenda-
tions. Using the techniques illustrated earlier in FIGS. 7-13,
the analytic server 400 calculates (1702) a recommendation.
The recommendation could be to add a new group, modify an
existing group, or remove a group. Adding new groups and
modifying existing groups is illustrated in FIGS. 12 and 13.
Removing a group is recommended when the usage level of
an existing group falls below a threshold usage. In addition,
the recommendation can be to set different access privileges
for a group based on the level of usage, as illustrated in FIG.
14.

The analytic server 400 sends (1704) the recommendation
to auser device 500 used by a user 102. The user 102 can then
choosetoaccept (1706) orreject (1706) the recommendation.
The user device 500 then sends (1708) feedback to the ana-
Iytic server 400 indicating whether the recommendation was
accepted or rejected. The analytic server 400 then revises
(1710) certain calculation parameters by incorporating the
received feedback. For example, the analytic server could
change the weighting of the email data versus file server data,
or change a threshold value that triggers a recommendation.

In some implementations, the analytic server 400 receives
(1712) additional usage data (e.g., email and/or file server
access) before computing a new recommendation. In other
implementations, the recommendation module 126 executes
before additional usage data is received. Of course, regardless
of when the recommendation module 126 executes again, it
does not necessarily generate a recommendation to change
any of the existing saved groups 128. That is, the groups 128
may be just fine, so no changes are appropriate.

As shown in FIG. 17, the analytic server 400 later calcu-
lates (1714) a new recommendation, and sends (1716) the
new recommendation to the user device 500. The user 102
then accepts or rejects the new recommendation, and sends
that feedback to the analytic server, thus continually improv-
ing the quality of the recommendations.

FIGS. 18A-18E provide a flowchart of how some imple-
mentations build groups, make recommendations based on
the usage levels of those groups, and utilize those groups in
various software applications.

The recommendation process 1800 executes (1802) at a
server (or group of servers) having one or more processors
and memory. In some implementations, the recommendation
process is performed by the recommendation module 126,
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illustrated in FIG. 4. The server receives (1804) email header
information for a plurality of electronic messages that were
sent during a designated period of time. The period of time
may be a single day, a week, a month, or any other span of
time, and typically repeats on a regular basis (e.g., every
Sunday receiving the email headers for the past week). For
example, in some implementations, the server receives
(1804) email header information every day, commencing at
2:00 AM, receiving the data for all messages sent between
2:00 AM the previous day up to 2:00 AM on the current day.

The email header information for an electronic message
includes (1806) a unique identifier of the sender, and a unique
identifier for each recipient of the electronic message. In
some implementations, the unique identifiers are the email
addresses of the recipients, but other implementations use
alternative unique identifiers, such as a GUID or system gen-
erated unique key. In some implementations, the set of recipi-
ents includes individuals identified in the TO line, CC line,
and BCC line, but some implementations exclude individuals
on the BCC line.

Implementations typically exclude electronic messages
that originate from outside the designated organization (e.g.,
workplace). For example, if employees of an organization all
have email addresses of the form somebody@fxpal.com, then
any electronic messages received from a domain other than
fxpal.com would not be included in the processing. Such
external messages generally are not useful to identifying
groups within the organization. Electronic messages that
originate within the organization, but have one or more recipi-
ents outside the organization are handled in different ways
depending on the implementation. In some implementations,
these electronic messages are excluded as well. In some
implementations, the external recipients are removed, and as
long as there is at least one recipient within the organization,
the processing proceeds with the modified set of recipients.
Some implementations support multiple domain names and/
or ranges of IP addresses as being “inside” the organization.
Some implementations also support selecting specific email
addresses (or categories of email addresses) for inclusion in
the grouping process, even though they are outside the orga-
nization. For example, some individuals from a consulting
organization may be working on projects with people from
the organization. It may be useful to include the consulting
individuals in groups.

The analytic server 400 builds (1808) a set of de facto
groups 124 using the received email header information, as
illustrated in FIGS. 6-8. Each de facto group consists of
(1810) a set containing the unique identifiers corresponding
to the sender and recipients of an electronic message for
which email header information has been received. In some
implementations, the BCC recipients are included; in other
implementations, the BCC recipients are excluded. In some
implementations, the unique identifiers are the email
addresses of the sender and recipients, but other implemen-
tations use alternative unique identifiers, such as system gen-
erated keys.

For each (1812) of the de facto groups 124, the analytic
server 400 computes (1814) the usage level based on the
number of distinct electronic messages corresponding to the
de facto group. An electronic message corresponds (1816) to
a de facto group 124 when the set of unique identifiers cor-
responding to the sender and recipients of the electronic mes-
sage is equal to the de facto group 124.

In some implementations, the analytic server 400 also
receives (1818) information regarding user access events to
files in shared directories during the same designated period
of time. This is illustrated in FIGS. 9-11. Some implementa-
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tions receive file access information from a document control
system or version control system instead of or in addition to
shared file access on a file server 200. The information for
eachuser access event includes (1820) a unique user identifier
(e.g., network user ID) and a unique directory identifier (e.g.,
full network path).

The analytic server 400 builds (1822) a set of de facto file
groups. Each de facto file group corresponds (1824) to a
respective directory and includes (1824) the unique user iden-
tifiers for each user who accessed one or more files in the
respective directory during the designated period of time.
Generally, directories that are too shallow (such as a root
directory or a first level directory) are excluded because they
do not provide meaningful information about the grouping of
users. In addition, some implementations “collapse” the
directory when it is very deep. For example, some implemen-
tations use only the top four directories for each file access.
This is illustrated in file access 1024 in FIG. 10 and the
associated description.

For each de facto file group, the analytic server 400 com-
putes (1826) a usage level based on the number of user access
events to files in the respective directory. Then, the analytic
server 400 merges (1828) the de facto file groups into the de
facto groups 124. When a respective de facto file group equals
a de factor group, the analytic server modifies (1830) the
usage value of the respective de facto group based on the
usage value of the respective de facto file group. Combining
the groups built from two distinct sources typically includes
multiplying the usage level values by a weighting factor and
adding them. For example, for a group G with email usage
value E; and file usage value F, the combined usage value
Cgis W E+WF ;. for some weight values W and W.. In
some implementations, the weights are modified over time
based on user feedback, as illustrated and described with
respect to FIG. 17.

The analytic server 400 stores (1832) each de facto group
124 and corresponding usage value in memory, typically
non-volatile memory. The analytic server then identifies
(1834) the set of saved groups 128. Just like the de facto group
124, each saved group 128 consists of (1836) a set of unique
identifiers of people. The analytic server assigns (1838) a
usage value to each saved group 128 using the usage values
for the de facto groups 124. When a saved group 128 does not
equal any de facto group 124, the usage value of the saved
group 128 is (1840) zero. When a saved group 128 does equal
a de facto group 124, the usage value of the saved group is set
(1840) equal to the usage value of the corresponding de facto
group.

The analytic server 400 then compares (1842) the de facto
groups 124 and their associated usage values to the saved
groups 128 and their usage values. As a result of the compari-
sons, the analytic server 400 provides (1844) a recommenda-
tion to modify the set of saved groups 128. Sometimes the
recommendation is (1846) to remove a saved group when the
usage value of the saved group is below a renewal threshold.
Overtime, some groups are no longer used, or used very little,
so it is helpful to eliminate them. Sometimes the recommen-
dation is (1848) to replace a saved group G with a de facto
group G' when the saved group G is a proper subset of de facto
group G' and the usage value of G' minus the usage value of G
exceeds a superset replacement threshold. In this case, it
appears that one or more members have joined the former
group G to create a larger group G'.

Sometimes the recommendation is (1850) to replace a
saved group G with a de facto group G" when de facto group
G" is a proper subset of saved group G and the usage value of
G" minus the usage value of G exceeds a subset replacement
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threshold. Here, it appears that one or more members are no
longer part of the group, so the group should be updated to
reflect the smaller membership. Sometimes the recommen-
dation is (1852) to save a de facto group G, as a new saved
group when: the usage value of de facto group G, exceeds an
insert threshold; G, is not equal to any saved group; and G,
is not recommended as a replacement for any saved group. In
this case, G,, appears to be a brand new group, and not a
modification of an existing group.

In some implementations, providing a recommendation
includes (1854) computing a probability that the recommen-
dation will be accepted by a user, and the computation uses
one or more parameters in conjunction with the de facto
groups, saved groups, and associated usage values. As illus-
trated in FIG. 17, the parameters in the computation are
subsequently updated based on feedback from the user 102.

In some implementations, the analytic server 400 provides
(1856) information corresponding to the saved groups 128,
for display in a user interface on a client device 500. A user
102 at the client device 500 utilizes (1858) the user interface
to accept (1860) (or reject) the recommendation to modify the
set of saved groups 128. The user 102 then selects (1862) one
of'the saved groups in the user interface, and selects (1864) a
person corresponding to a unique identifier in the selected
saved group. The client device 500 then receives (1866) cur-
rent status information from the analytic server for the
selected person, and displays the status information in the
user interface. In alternate implementations, status informa-
tion is received (1866) for all of the people in the selected
group as soon as the group is selected, and the status infor-
mation is displayed in the user interface without the user
selecting a specific person. The display of status information
is illustrated in FIG. 16. One such implementation is the
myUnity system provided by Fuji Xerox.

In some implementations, the user interface corresponds
(1868) to an email application 520, and auser 102 of the email
application 520 selects a saved group 128 as arecipient list for
anew electronic message. In some implementations, the user
interface corresponds (1870) to a network administrator tool,
and the recommendation is to change the network access
privileges of a saved group G. In these implementations, a
user of the network administrator tool modifies the network
access privileges of the saved group G according to the rec-
ommendation.

As illustrated in FIG. 17, after providing (1872) the rec-
ommendation, some implementations receive (1874) feed-
back indicating whether the recommendation was accepted.
The analytic server then modifies (1876) the values of at least
one of the one or more parameters (see 1854) based on the
received feedback. Subsequently, the analytic server provides
(1878) a second recommendation to modify the set of saved
groups based on a computation using the modified parameter
values. This iterative process of making recommendations
and incorporating the feedback from the recommendations
enables the analytic server to improve its recommendations.

The foregoing description, for purpose of explanation, has
been described with reference to specific implementations.
However, the illustrative discussions above are not intended
to be exhaustive or to limit the invention to the precise forms
disclosed. Many modifications and variations are possible in
view of the above teachings. The implementations were cho-
sen and described in order to best explain the principles of the
invention and its practical applications, to thereby enable
others skilled in the art to best utilize the invention and vari-
ous implementations with various modifications as are suited
to the particular use contemplated.
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What is claimed is:

1. A method of managing contact groups, performed at a
server having one or more processors and memory, the
method comprising:

identifying a set of saved groups, wherein each saved group

has been created by a user and consists of a set of unique
identifiers of people;

receiving email header information for a plurality of elec-

tronic messages that were sent during a designated

period of time, wherein the email header information for 10

an electronic message includes a unique identifier of the
sender, and a unique identifier for each recipient of the
electronic message;

building a set of de facto groups using the received email

header information, wherein each de facto group con-
sists of a set containing the unique identifiers corre-
sponding to the sender and recipients of an electronic
message for which email header information was
received;

for each respective de facto group, computing a respective

usage value as a sum of respective weights for electronic
messages corresponding to the respective de facto
group, wherein each respective weight is based on how
recently the respective message was sent, and an elec-
tronic message corresponds to a de facto group when the
set of unique identifiers corresponding to the sender and
recipients of the electronic message is equal to the set of
unique identifiers in the de facto group;

storing each de facto group and corresponding usage value

in the memory;

comparing the de facto groups to the saved groups, wherein

the comparing includes:

comparing membership of the de facto groups to mem-
bership of the saved groups;

assigning a respective usage value to each saved group
using the usage values of the de facto groups, wherein
a respective usage value of a respective saved group is
set to 0 when membership of the respective saved
group does not equal membership of any de facto
group, and when membership of the respective saved
group equals membership of a respective de facto
group, the usage value of the respective saved group is
set to the usage value of the respective de facto group;
and,

for at least one de facto group that is different from any
saved group in terms of membership, comparing the
at least one de facto group and its associated usage
value to the saved groups and their associated usage
values; and

providing a recommendation to modify the set of saved

groups based on the comparisons.

2. The method of claim 1, wherein the recommendation is
to remove a saved group when the usage value of the saved
group is below a renewal threshold.

3. The method of claim 1, wherein the recommendation is
to replace a saved group G with a de facto group G' when
saved group G is a proper subset of de facto group G' and the
usage value of G' minus the usage value of G exceeds a
superset replacement threshold.

4. The method of claim 1, wherein the recommendation is
to replace a saved group G with a de facto group G" when de
facto group G" is a proper subset of saved group G and the
usage value of G" minus the usage value of G exceeds a subset
replacement threshold.

5. The method of claim 1, wherein the recommendation is
to save de facto group G, as a new saved group when the
usage value of de facto group G, exceeds an insert threshold,
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G, 1s not equal to any saved group, and G, is not recom-
mended as a replacement for any saved group.

6. The method of claim 1, further comprising:

receiving information regarding user access events to files

in shared directories during the designated period of
time, the information for each user access event includ-
ing a unique user identifier and a unique directory iden-
tifier;

building a set of de facto file groups, wherein each respec-

tive de facto file group corresponds to a respective direc-
tory and includes the unique user identifiers for each
user who accessed one or more files in the respective
directory during the designated period of time;

for each respective de facto file group, computing a respec-

tive usage value based on the user access events to files
in the respective directory; and

merging the de facto file groups into the de facto groups,

and when a respective de facto file group equals a de
facto group, modifying the usage value of the respective
de facto group based on the usage value of the respective
de facto file group.

7. The method of claim 1, further comprising providing
information corresponding to the saved groups, for display in
a user interface on a client device.

8. The method of claim 7, wherein a user at the client device
utilizes the user interface to:

accept the recommendation to modify the set of saved

groups;

select a saved group; and

receive and view current status information from the server

for the people in the selected saved group.

9. The method of claim 7, wherein the user interface cor-
responds to an email application, and a user of the email
application selects a saved group as a recipient list for a new
electronic message.

10. The method of claim 7, wherein the user interface
corresponds to a network administrator tool, the recommen-
dation is to change the network access privileges of a saved
group G, and a user of the network administrator tool modi-
fies the network access privileges of the saved group G
according to the recommendation.

11. The method of claim 1, wherein providing a recom-
mendation includes computing a probability that the recom-
mendation will be accepted by a user, the computation using
one or more parameters in conjunction with the de facto
groups, saved groups, and associated usage values;

the method further comprising after providing the recom-

mendation:

receiving feedback indicating whether the recommen-
dation was accepted;

modifying values of at least one of the one or more
parameters based on the received feedback; and

providing a second recommendation to modify the set of
saved groups based on a computation using the modi-
fied parameter values.

12. A system for managing contact groups, comprising:

one or more processors;
memory; and
one or more programs stored in the memory, the one or
more programs comprising instructions for:

identifying a set of saved groups, wherein each saved group
has been created by a user and consists of a set of unique
identifiers of people;

receiving email header information for a plurality of elec-

tronic messages that were sent during a designated
period of time, wherein the email header information for
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an electronic message includes a unique identifier of the
sender, and a unique identifier for each recipient of the
electronic message;

building a set of de facto groups using the received email

header information, wherein each de facto group con-
sists of a set containing the unique identifiers corre-
sponding to the sender and recipients of an electronic
message for which email header information was
received;

for each respective de facto group, computing a respective

usage value as a sum of respective weights for electronic
messages corresponding to the respective de facto
group, wherein each respective weight is based on how
recently the respective message was sent, and an elec-
tronic message corresponds to a de facto group when the
set of unique identifiers corresponding to the sender and
recipients of the electronic message is equal to the set of
unique identifiers in the de facto group;

storing each de facto group and corresponding usage value

in the memory;

comparing the de facto groups to the saved groups, wherein

the comparing includes:

comparing membership of the de facto groups to mem-
bership of the saved groups;

assigning a respective usage value to each saved group
using the usage values of the de facto groups, wherein
a respective usage value of a respective saved group is
set to 0 when membership of the respective saved
group does not equal membership of any de facto
group, and when membership of the respective saved
group equals membership of a respective de facto
group, the usage value of the respective saved group is
set to the usage value of the respective de facto group;
and,

for at least one de facto group that is different from any
saved group in terms of membership, comparing the
at least one de facto group and its associated usage
value to the saved groups and their associated usage
values; and

providing a recommendation to modify the set of saved

groups based on the comparisons.

13. The system of claim 12, wherein the recommendation
is to remove a saved group when the usage value of the saved
group is below a renewal threshold.

14. The system of claim 12, wherein the recommendation
is to replace a saved group G with a de facto group G' when
saved group G is a proper subset of de facto group G' and the
usage value of G' minus the usage value of G exceeds a
superset replacement threshold.

15. The system of claim 12, wherein the recommendation
is to replace a saved group G with a de facto group G" when
de facto group G" is a proper subset of saved group G and the
usage value of G" minus the usage value of G exceeds a subset
replacement threshold.

16. The system of claim 12, wherein the recommendation
is to save de facto group G, as a new saved group when the
usage value of de facto group G, exceeds an insert threshold,
G, 1s not equal to any saved group, and G, is not recom-
mended as a replacement for any saved group.

17. The system of claim 12, further comprising instructions
for:

receiving information regarding user access events to files

in shared directories during the designated period of
time, the information for each user access event includ-
ing a unique user identifier and a unique directory iden-
tifier;
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building a set of de facto file groups, wherein each respec-
tive de facto file group corresponds to a respective direc-
tory and includes the unique user identifiers for each
user who accessed one or more files in the respective
directory during the designated period of time;

for each respective de facto file group, computing a respec-

tive usage value based on the user access events to files
in the respective directory; and

merging the de facto file groups into the de facto groups,

and when a respective de facto file group equals a de
facto group, modifying the usage value of the respective
de facto group based on the usage value of the respective
de facto file group.

18. The system of claim 12, further comprising instructions
for providing information corresponding to the saved groups,
for display in a user interface on a client device.

19. The system of claim 18, wherein a user at the client
device utilizes the user interface to:

accept the recommendation to modify the set of saved

groups;

select a saved group; and

receive and view current status information from the server

for the people in the selected group.

20. The system of claim 18, wherein the user interface
corresponds to an email application, and a user of the email
application selects a saved group as a recipient list for a new
electronic message.

21. The system of claim 18, wherein the user interface
corresponds to a network administrator tool, the recommen-
dation is to change the network access privileges of a saved
group G, and a user of the network administrator tool modi-
fies the network access privileges of the saved group G
according to the recommendation.

22. The system of claim 12, wherein providing a recom-
mendation includes computing a probability that the recom-
mendation will be accepted by a user, the computation using
one or more parameters in conjunction with the de facto
groups, saved groups, and associated usage values;

the system further comprising instructions, executed after

providing the recommendation, for:

receiving feedback indicating whether the recommen-
dation was accepted;

modifying values of at least one of the one or more
parameters based on the received feedback; and

providing a second recommendation to modify the set of
saved groups based on a computation using the modi-
fied parameter values.

23. A non-transitory computer readable storage medium
storing one or more programs configured for execution by a
computer, the one or more programs comprising instructions
for:

identifying a set of saved groups, wherein each saved group

has been created by a user and consists of a set of unique
identifiers of people;

receiving email header information for a plurality of elec-

tronic messages that were sent during a designated
period of time, wherein the email header information for
an electronic message includes a unique identifier of'the
sender, and a unique identifier for each recipient of the
electronic message;

building a set of de facto groups using the received email

header information, wherein each de facto group con-
sists of a set containing the unique identifiers corre-
sponding to the sender and recipients of an electronic
message for which email header information was
received;
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for each respective de facto group, computing a respective
usage value as a sum of respective weights for electronic
messages corresponding to the respective de facto
group, wherein each respective weight is based on how
recently the respective message was sent, and an elec-
tronic message corresponds to a de facto group when the
set of unique identifiers corresponding to the sender and
recipients of the electronic message is equal to the set of
unique identifiers in the de facto group;
storing each de facto group and corresponding usage value
in the memory;
comparing the de facto groups to the saved groups, wherein
the comparing includes:
comparing membership of the de facto groups to mem-
bership of the saved groups;
assigning a respective usage value to each saved group
using the usage values of the de facto groups, wherein
a respective usage value of a respective saved group is
set to 0 when membership of the respective saved
group does not equal membership of any de facto
group, and when membership of the respective saved
group equals membership of a respective de facto
group, the usage value of the respective saved group is
set to the usage value of the respective de facto group;
and,
for at least one de facto group that is different from any
saved group in terms of membership, comparing the
at least one de facto group and its associated usage
value to the saved groups and their associated usage
values; and
providing a recommendation to modify the set of saved
groups based on the comparisons.
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